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Abstract

Performance analysis of the air traffic operations is challenging because of the need to account for weather impacts and network effects. In this paper, we propose a framework that uses network clustering to identify baselines for benchmarking airline on-time performance. We demonstrate our framework by computing cancellation and departure delay baselines using US flight data for the years 2014-16. Subsequently, we use these baselines to benchmark daily on-time performance at the system-wide, airline-, and airport-specific levels, for both mainline and regional carriers. This framework enables an airline to conduct self- and peer-comparisons, evaluate improvements over time, and diagnose causes of poor on-time performance. Furthermore, our framework can be used by system operators to identify long-term trends in traffic management initiatives.
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1. Introduction

Large-scale, complex infrastructures, such as air transportation, are prone to operational inefficiencies which result in delays\textsuperscript{[1, 2]}. In 2017, nearly 20\% of domestic flights in the US arrived more than 15 minutes late. In addition to inconveniencing airline passengers, delays have significant environmental and economic consequences\textsuperscript{[3–5]}. It is therefore important to analyze system performance, identify operational inefficiencies, and reduce flight delays.

The analysis of aviation system performance is confounded by several factors. Weather reduces airport and airspace capacities, resulting in flight cancellations and delays. Since no two days are identical in terms of the locations, timings and intensities of capacity impacts, it is difficult to distinguish between poor performance due to operational inefficiency and delays due to reduced capacity. Similarly, airport closures, security breaches, and equipment failures also impact capacity and cause delays. The complex dynamics of delay propagation...
in the air transportation network also poses a challenge to performance analysis. More than one-third of flight delays in the U.S. occur because the previous flight operated by the same aircraft was delayed, making it the most common reason for a delayed flight [6]. By contrast, primary sources of delay such as weather, volume of demand, equipment failures, and security incidents, account for less than one-third of all delayed flights.

Benchmarking is a standard technique used to evaluate system performance and identify potential operational deficiencies. It involves the comparison of an observed operational metric with a pre-computed reference value, or baseline [7, 8]. The baseline values may be different for different operational scenarios or contexts. Airlines have applied benchmarking principles in many aspects of their operations, including the analysis of financial performance, environmental impact [9], quality-of-service metrics [10], and airport performance [11, 12]. For example, by benchmarking their refueling and flight rotation practices with Formula 1 racing, Southwest Airlines reportedly reduced their refueling times by 70% [7].

This paper addresses the need for performance baselines that are context-dependent, i.e., are conditioned on the locations, timings, and intensities of the weather impacts. Such baselines allow us to control for extraneous weather effects when analyzing the operational efficiency of different stakeholders. We use network clustering to develop context-dependent benchmarks to evaluate the operational performance of airlines and airports. The proposed framework has been deployed at a major US airline for conducting post-analysis of its daily on-time performance.

The main contributions of our work are as follows:
1. We cluster airport capacity impacts based on their timings, locations, and intensities, and use these clusters to develop conditional performance baselines.
2. We construct network-theoretic feature vectors for clustering a time-series of weighted and directed graphs, and use these feature vectors to identify characteristic delay and cancellation behavior.
3. We demonstrate how our baselines can be used by an airline to monitor its performance, and to draw comparisons to its competitors. We also show how our approach can be used to compare long-term trends in airport capacity impacts, and their effect on on-time performance.

The remainder of this paper is organized as follows: We review prior literature in Section 2. The methodology for computing baselines, benchmarking, and clustering network-wide impacts is presented in Section 3. In Section 4, we present the results of airport capacity impact (reflected by Ground Delay Programs or GDPs), delay, and cancellation clustering, and discuss their significance. We discuss an application to airline performance benchmarking in Section 5, and a cluster-based analysis of long-term trends in Section 6. We conclude with a summary and some directions for future work in 7.

2. Literature review

2.1. Clustering approaches to computing baselines
Clustering has been previously used to develop appropriate case-specific baseline metrics from non-homogeneous observations [13–16]. In air transportation networks, there is
significant non-homogeneity due to the strong dependence of operational performance on
the spatio-temporal occurrences of capacity reductions. However, prior works on clustering
for identifying similar days in the National Airspace System (NAS) have typically focused
on weather impacts and capacity constraints at a small subset of airports, or have only
considered aggregate metrics such as total delays, cancellations, or traffic volume [17, 18].
Furthermore, these prior studies have not considered applying their identification of similar
NAS days to stakeholder-specific on-time performance baselines.

An on-time performance benchmarking framework for air transportation using network-
level clustering has not previously been considered. One concern with clustering approaches
for benchmarking is that there may not be perfect homogeneity between days within the
same cluster [19, 20]. We address this concern by incorporating the within-cluster variance
to obtain statistically significant confidence bounds for our baselines.

2.2. Clustering similar GDPs

Efforts to identify similar GDPs have either focused exclusively on individual airports
(e.g. Newark EWR [21–23], San Francisco SFO [23]), or a small subset of airports [20, 24].
Although these methods could be extended to the scale of the entire system, they do not
address two key factors: the temporal parameters of the GDP (i.e. when it was issued), and
the relative magnitudes of capacity reduction at different airports (i.e. how do we quantify
the relative “intensity” of GDPs). For instance, in [25], the authors present a method that
can be scaled to the system-level, but they do not consider temporal variation in airport
capacity or its intensity. Weather has been the focus of several clustering efforts [26, 27], but
convective conditions in and of themselves do not represent the actual reduction in airport
or airspace capacity. Since GDPs are a more direct measure of the disruption that is induced
by convective weather and other irregular operations, we will use these traffic management
initiatives (TMIs) within our benchmarking framework.

In our work, we propose clustering network-centric feature vectors (that is, vectors of
real numbers that represent the characteristics of similarity and dissimilarity between data
observations) that scale for the entire system. In addition, these feature vectors also in-
corporate a normalized metric quantifying the intensity of the GDP, along with temporal
information regarding GDP impact.

2.3. Clustering delay networks

Networks have been used to model several aspects of air transportation, including con-
nectivity and delay dynamics [28–30]. The increased prevalence of data from networks has
led to the development of techniques for clustering graphs [31–38]. We emphasize the dis-
tinction between the clustering of graphs, or finding groups of similar graphs (considered in
this paper), and community detection, or finding clusters of nodes within a graph [39]. The
choice of an appropriate feature vector for clustering strongly influences the quality of clus-
ters. Prior work on clustering graphs has used feature vectors that include network-theoretic
measures of centrality, such as degree centrality, between-ness centrality, and eigencentral-
ity [32–34]; although the lengths of such features scale linearly with the size of the graph,
they are best-suited only for unweighted, undirected graphs. By contrast, the clustering of
days in the NAS requires feature vectors that can compare time-series of weighted, directed graphs; we therefore develop a suitable network-theoretic feature vector whose length scales linearly with the size of the graph.

2.4. Airline performance monitoring

Prior work on airline performance analysis has compared the aggregate statistics [6, 40], economic measures [41], or indicators of consumer satisfaction and level-of-service of different airlines [42]. Methods for airlines to perform self- and peer-comparison of operational parameters such as on-time performance have not been considered. To the best of our knowledge, the explicit consideration of network state in benchmarking has also remained unexplored. While earlier studies have explored the role of vertical integration in the economic sense [43], there has been limited work on the network [44] and operational benefits [45] of regional airline subsidiary partnerships. Our analysis enables the comparison of the operational performance of regional carriers and their mainline counterparts.

3. Benchmarking framework and clustering methodology

3.1. Benchmarking framework

Figure 1 shows a schematic of our benchmarking framework. The left side of the figure represents the computation of baselines, which are representative metrics. The reference data set contains information about all flights that operated within a certain time interval, e.g., a 2-year period. Clustering is used to categorize data points based on some parameter of interest; e.g., we cluster based on the GDP impacts in the system on that day. In this paper, each data point represents a day, and we identify representative days. Days that belong to a certain clusters will be used to compute baseline statistics for that cluster. This means that we can define any metric of importance, say mean departure delays, or number of canceled flights, or average diversions from Atlanta, or even be as specific as cancellations
on the Boston-San Francisco route for United Airlines. In other words, we can define any metric of importance, and compute baselines for each of the representative groups. On the right-hand side of Figure 1, we describe how we would perform benchmarking for a new day. Benchmarking is the process by which we compare the new day, with baselines corresponding to an appropriate cluster (or representative group) that the day maps to. Depending on the metrics chosen during the clustering and baseline computation, the benchmarking can be airline-, airport-, or route-dependent.

3.2. Clustering methodology

We approach the identification of similar GDP, delay, and cancellation networks for a given day as a classical clustering problem. The $k$-means algorithm [46] is a widely-used approach in unsupervised learning that splits the data points into $k$ disjoint clusters such that the within-cluster sum-of-squares, i.e. the within-cluster error, is minimized. Our primary motivation for choosing $k$-means clustering is its simplicity, and the ability to directly control the number of clusters. Other clustering approaches are not as well-suited for our application: e.g., DBSCAN requires a hyperparameter that sets the minimum number of points in a cluster [47], $k$-medoids was found to give similar results as $k$-means clustering [30], spectral clustering is not applicable for a time-series of weighted directed graphs [48], and hierarchical clustering methods identify relations between clusters [49], a different objective from ours.

The $k$-means algorithm considers two data points to be similar if the 2-norm of the difference between their corresponding feature vectors is small, and proceeds to group these two data points within the same cluster. The mean of all data points that belong to a cluster, called the centroid, is representative of the entire cluster that it belongs to. Feature selection, or the choice of vectors that best characterize the similarities and differences between groups of data points – in our case, capacity constraints, delays, and cancellations within the air transportation network – is a critical aspect of clustering. We differentiate between the network-centric feature vectors we construct for airport capacity reductions versus delays and cancellations. Specifically, GDP intensities are represented as node weights, whereas origin-destination delays and cancellations are represented as edge weights in our network. Next, we describe the construction of these feature vectors.

3.3. Feature engineering for GDP impacts

A GDP limits the rate at which aircraft can arrive at the impacted airport during a specified period of time, by delaying flights at their departure airports. Several factors can lead to a demand-capacity imbalance at an airport, potentially resulting in a GDP; causes include inclement weather events such as low ceilings, reduced visibility, and convective activities, construction activities, high demand volume, equipment outages, and even security and safety incidents. Each GDP issuance at an airport specifies the duration and a reduced capacity profile for that time interval.

In our benchmarking framework, we quantify the severity of the airport capacity reduction as the intensity of the GDP. For example, consider San Francisco International Airport (SFO), where the nominal airport arrival rate (AAR) is 60 aircraft per hour. At 2 pm,
weather forecasts indicate thunderstorms in the region from 4 to 7 pm. As a result of this potential capacity reduction, a GDP is issued, reducing the AAR at SFO to 20, 30, and 45 aircraft per hour from 4 to 7 pm, respectively. Our proposed GDP intensity metric is defined for each hour as:

\[
\text{GDP intensity} = \frac{\text{Nominal rate} - \text{Reduced rate}}{\text{Nominal rate}}. \tag{1}
\]

In the SFO example, the GDP intensities for the hours starting at 4 pm, 5 pm, and 6 pm are \(\frac{60-20}{60} = 0.67\), \(\frac{60-30}{60} = 0.5\), and \(\frac{60-45}{60} = 0.25\), respectively. By computing the fractional reduction in capacity rather than the absolute value, the metric allows for a fair comparison of GDP impacts at different airports, accounting for airports with differing nominal AARs. A capacity reduction of 5 aircraft per hour will result in a higher GDP intensity at an airport with a nominal AAR of 30 aircraft per hour (the GDP intensity would be \((30 - 25)/30 \approx 0.17\)), than at an airport with a nominal AAR of 80 aircraft per hour (the GDP intensity in this case would be \((80 - 75)/80 \approx 0.06\)). The GDP intensity, as we have defined it, is well-defined at the limits: when no GDP is issued, the GDP intensity is 0; on the other hand, the most severe GDP, with an assigned AAR of zero, has an intensity of 1.

Airports that are geographically proximate to each other oftentimes experience similar weather conditions. However, varying traffic demand at these proximate airports may result in GDPs being issued at one airport but not at the other. Furthermore, even when two proximate airports experience a GDP of similar intensity, their network impacts may be completely different depending on the network connectivity of the airlines servicing those airports. For example, the three major commercial airports in New York (EWR, LGA, and JFK) frequently illustrate these network effects. Hence, we consider the GDP impacts at each airport independently from GDP impacts at other airports when constructing the feature vector for a given day. Every day of operation has an associated time series of GDP intensities for each airport in the NAS. These values are stacked together to form a feature vector that describes the capacity reduction at all the airports across each time step during that day. For each day, the feature vector is a \((24 \times N)\)-dimensional vector of real numbers in the interval \([0, 1]\), where \(N\) is the number of airports in the network. Specifically, let \(g_{d,h} \in \mathbb{R}^{N \times 1}\) be a vector of the GDP intensities at all the airports on day \(d\) at hour \(h\). Then, to cluster based on airport capacity impacts, we construct the feature vector for day \(d\) as:

\[
f_d^{\text{GDP}} = \begin{pmatrix} g_{d,1} \\ \vdots \\ g_{d,24} \end{pmatrix} \in \mathbb{R}^{24N \times 1}. \tag{2}
\]

### 3.4. Feature engineering for delay and cancellation networks

We now detail the construction of feature vectors to perform network-centric clustering of delay and cancellation networks. We utilize a network representation of delays for constructing the feature vectors. A delay network is defined for each hour \(h\) of the day \(d\), with nodes corresponding to airports, and the weight on each directed edge corresponding to the
origin-destination delay. The edge weight for a network, $a_{ij}$, is the median departure delay of flights traveling from the origin airport $i$ to the destination airport $j$ within hour $h$. We collect all such $a_{ij}$ weights into the adjacency matrix $A = [a_{ij}]$ for the delay network. Since the delays change with time, the edge weights of the delay network change as well. Each day $d$ is represented by a time series of 24 weighted and directed networks $(G_{d,1}, G_{d,2}, \ldots, G_{d,24})$, where each of the delay network graphs $G_{d,h}$ has its unique adjacency matrix $A_{d,h}$.

We then construct a feature vector $f_d$ of network delays for a given day of operations $d$. One approach is to stack all the edge weights sequentially for each of the 24 networks that correspond to a day [38]. This approach has two limitations. First, stacking all the edge weights completely disregards the network structure, ignoring any possible airport-to-airport interactions embodied by the existence of an edge within the graph. This renders the feature vectors as well as the identified clusters to not be truly representative of the system-wide network impacts that we wish to capture. Second, the feature vector may be very high dimensional ($N^2$, for a graph with $N$ nodes), causing the clustering algorithms to be computationally expensive. By contrast, our approach uses weighted hub and authority scores to incorporate network effects, and is scalable.

Hub and authority scores for weighted directed networks were first introduced in the context of Hyperlink Induced Topic Search [50, 51]. The idea was that there are two notions of importance for a node in directed networks: one indicating the strength (weights) of edges pointing into a node (authority score), and the other for the strength of edges that are pointing out of the node (hub score). Specifically, a node with a high hub score has a lot of edges with large weights pointing out of it. The hub score of a node also increases if these edges point to nodes that are important and have a lot of other inbound edges with large weight values. A node with a lot of inbound edges from nodes with high hub scores has a high authority score. This mutually reinforcing definitions for hub and authority scores is primarily based on node connectivity, and is a very representative metric for the role of a node in the network [50, 51]. In terms of air traffic networks, having significant outbound delays to major airports will increase the hub score of an airport and having significant inbound delays from major airports will increase the authority score of an airport. These eigencentrality-based scores can be computed as follows [50, 51]:

$$A^T A a = \lambda_{max} a,$$

$$A A^T h = \lambda_{max} h,$$

where $h$ and $a$ indicate hub and authority score vectors, respectively. We construct $(h, a)$ as a feature vector for our air traffic delay networks, thereby incorporating network effects in a compact representation using only $2N$ entries. However, since $h$ and $a$ are arbitrarily normalized eigenvectors, two networks whose weights differ by a scalar constant would have the same feature vector. In other words, delay networks during high congestion periods and periods of low traffic movements (e.g. late at night) could have the same feature vector if the relative proportion between the flights delays on different routes is the same. To address this issue, we use a weighted hub and authority feature vector, where the total system delay of each hour is used to re-scale $h$ and $a$. 7
Thus, for a day \( d \) defined by \((G_{d,1}, G_{d,2}, \ldots, G_{d,24})\), the feature vector \( f^{\text{delay}}_d \) is given by:

\[
f^{\text{delay}}_d = \begin{bmatrix}
\alpha_1 \begin{pmatrix} h_1 \\ a_1 \end{pmatrix} \\
\vdots \\
\alpha_{24} \begin{pmatrix} h_{24} \\ a_{24} \end{pmatrix}
\end{bmatrix},
\]

where \( \alpha_h = \sum_{ij} a^{h}_{ij} \) is the total delay at the \( h^{\text{th}} \) hour and \( A^h = [a^{h}_{ij}] \) is the corresponding adjacency matrix.

We define cancellation networks in a similar manner as delay networks, with the only difference being that the edge weights are the number of canceled flights. The number of flight cancellations is typically small compared to the number of total scheduled flights. Furthermore, we note that the reasons for cancellations range from operational (e.g. aircraft maintenance issues, crew scheduling mishaps) to system-wide irregular operations resulting in excessive delays. Not all cancellations are reflective of system-wide capacity imbalances, and the small number of cancellations every hour would result in undesired sensitivity of the clusters to exogenous factors. For these reasons, in order to achieve a more robust clustering of cancellation networks, we ignore hourly variations and construct only one cancellation network to represent an entire day of operations. Thus, we construct the cancellation feature vector for each day \( d \) as:

\[
f^{\text{canc}}_d = \sum_{ij} a_{ij} \times \begin{pmatrix} h \\ a \end{pmatrix}.
\]

3.5. Outcome of the clustering procedure

The NAS impacts in terms of GDPs, delays, and cancellations for a given day of operations \( d \) are reflected in the feature vectors \( f^{\text{GDP}}_d \), \( f^{\text{delay}}_d \) and \( f^{\text{canc}}_d \), respectively. We use these feature vectors as inputs into the \( k \)-means clustering in order to identify days with similar GDP, delay, and cancellation networks. Consequently, each day used for the training would have three labels associated with it: One describing the type of capacity impacts in terms of system-wide GDP issuances; one describing the propagation of delays within the network; and one for the distribution of flight cancellations within the network. Any new day in a testing set can now be mapped to the closest cluster centroid with regards to its GDP, delay, and cancellation networks.

The clusters of pertinent GDP impacts that we identify are primarily used as performance baselines for our benchmarking framework, particularly from the perspective of airlines. Since the effects of issued GDPs are targeted towards airports, this sets up the system constraints within which the airlines operate. We present case studies and discussions of using our benchmarking framework from both the airline and the system operator (e.g., the Federal Aviation Administration or FAA) perspective in Sections 5 and 6, respectively.
3.6. Discussion

The reference data sets that are used to generate clusters and baseline metrics can correspond to any time period, or could be restricted to an airline. They may also be scoped to include only flights operating through a particular subset of airports (e.g., only hubs). In practice, all baselines could be re-computed periodically to include more recent data; such re-computations can be performed by appending new days of operations to the reference data sets. Furthermore, one could examine hourly (as opposed to daily) clusters of GDP, delay, and cancellation networks as well.

We reiterate that our focus is not the clustering of nodes within a graph, i.e., we are not performing node-based community detection; we are instead taking entire graphs to be the object that we are trying to cluster with other graphs based on their topology (e.g., connectivity patterns, edge weights, etc.) Furthermore, different airspace monitoring applications may require different performance measures and feature vectors (e.g., [25, 38]).

4. Identification of baselines for benchmarking

In this section, we apply $k$-means clustering algorithm using the feature vectors described in Section 3 to identify representative, or characteristic type-of-days.

4.1. Description of data sets

Data on airport capacity impacts was obtained from the FAA Advisory Database, which publishes information on the reduction in airport capacity due to GDPs [52]. We merge multiple notifications for the same GDP, including revisions, ground stops, extensions, and early cancellations, to obtain an hourly time series of the reduced capacity at a specific airport. We restricted our analysis to the FAA’s Core 30 airports. We obtained nominal capacities from the FAA Airport Capacity Profiles report in order to compute fractional reductions in AAR [53]. GDP data used in this analysis was available for the period spanning 2014 through 2018. Flight schedules, delays, and cancellation information were obtained from 2014-2016 from public data sources such as the FAA ASPM [40], the DOT’s BTS database [6], and other third-party providers.

The data set included 20,012 GDP advisory notifications specified for the FAA Core 30 airports, as well as records of 22.9 million domestic US flights operated by 55 airlines, through 426 airports, and on 6,600 unique origin-destination (OD) pairs. Approximately 500,000 (2.1% of the total) of the scheduled flights were cancelled. We removed 5,000 diverted flights (0.2% of the total) from our baseline calculations and subsequent benchmarking. To improve robustness and eliminate outliers, the clustering was restricted to the top 1,000 OD pairs based on the average traffic. All of these OD pairs had at least 6 flights per day (defined as between 0900Z and 0859Z) on average per day. Data from 2014-2015 was used as the reference.

4.2. Selecting the number of clusters

An input parameter for $k$-means clustering is the number of clusters $k$ that the user wants the data observations to be partitioned into. The choice of this $k$ parameter depends
on the application, and can be evaluated using a number of different criteria [54]. We use the within cluster sum of squares (WCSS), the silhouette score, and the Davies-Bouldin index for this purpose. However, we note that the data does not naturally form clusters, and there is no clear choice for $k$. Nevertheless, the underlying delay data is non-uniform [55], and clustering is still useful to identify interpretable and representative baselines.

The choice of $k$ is now guided by two competing factors: lower $k$ improves interpretability, while higher $k$ captures more variability and is more accurate. We select values of $k$ such that we achieve a balance between the number of clusters and the within-cluster population, while taking into account input from airline subject matter experts. For our analysis, we chose $k = 8, 6,$ and $5,$ for the number of GDP, delay, and cancellation type-of-day clusters, respectively. A more detailed discussion of the selection of the number of clusters can be found in the Supplementary Material.

4.3. GDP type-of-day

Eight GDP type-of-days are identified through $k$-means clustering using the feature vector $f^{GDP}$. Qualitative descriptions and frequencies of occurrence of these clusters are presented in Table 1. We visualize the centroid, or the representative data point, of each GDP type-of-day cluster in Figure 2.

<table>
<thead>
<tr>
<th>Day type</th>
<th>Qualitative description</th>
<th>Frequency (2014-15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlanta (ATL)</td>
<td>High GDP intensity at ATL; moderate to low GDP activity elsewhere.</td>
<td>6.3%</td>
</tr>
<tr>
<td>Chicago (CHI)</td>
<td>Very high GDP intensity at ORD and MDW; moderate to low GDP activity elsewhere.</td>
<td>7.8%</td>
</tr>
<tr>
<td>Medium Northeast (MedNE)</td>
<td>Medium-high GDP intensities in the Northeast (NYC airports, PHL and BOS). Moderate to low GDP activity elsewhere.</td>
<td>15.3%</td>
</tr>
<tr>
<td>Low NAS (LowNAS)</td>
<td>Low GDP intensities nationwide.</td>
<td>48.1%</td>
</tr>
<tr>
<td>Miami, Northeast (Miami_NE)</td>
<td>High GDP intensity in MIA, and medium-high GDP intensities in the NYC/PHL area.</td>
<td>5.1%</td>
</tr>
<tr>
<td>Northeast (NE)</td>
<td>Very high GDP intensities in the NYC, PHL, and Washington DC airports; medium-high at BOS and Chicago. Moderate to low GDPs elsewhere.</td>
<td>2.2%</td>
</tr>
<tr>
<td>New York City, Philadelphia (NYC_PHL)</td>
<td>Very high GDP intensities at the NYC airports (LGA, JFK and EWR) and PHL; medium-high GDP activity at BOS. Moderate to low GDPs elsewhere.</td>
<td>5.1%</td>
</tr>
<tr>
<td>San Francisco (SFO)</td>
<td>High GDP intensity in SFO; moderate to low GDP activity elsewhere.</td>
<td>10.1%</td>
</tr>
</tbody>
</table>

Table 1: Characteristic GDP type-of-day identified through clustering.

Each centroid in Figure 2 for the GDP type-of-days is visualized as the average of the corresponding time-series of GDP intensities at the FAA Core 30 airports; the full time-series is a sequence of 24 node-weighted networks. A larger circle indicates a higher average GDP impact at the airport. For ease of visualization, we use one image to represent the
entire time series, although the clustering considers temporal variations. We note that peak GDP intensities and impacts may occur at different times for different centroids.

As expected, LowNAS GDP type-of-days occur most frequently: 48% of days in 2014-2015 are classified as having low GDP intensities throughout the NAS. However, the GDP types affecting the Northeast, i.e. NE, MedNE, Miami_NE, and NYC_PHL, together account for a significant fraction of days (28%), and have higher GDP intensities and impacts. We note the multitude of distinct GDP type-of-days that impact the Northeast and Mid-Atlantic region of the US, reflecting both the frequency and diversity of GDP activity at airports in the East Coast.

4.4. Delay type-of-day

We present the six different delay type-of-days identified via network-centric clustering. We list each delay type-of-day, along with its qualitative description and the frequency of occurrence, in Table 2. We visualize the centroid for each cluster (Figure 3) as a network, where the edge weight is the median OD pair delay for all flights on that OD pair during the days of operations belonging to that particular cluster. We note that even though the edges are directed, for ease of visualization, the edges are depicted as undirected and weighted by the maximum of the two directions. Although our centroid visualizations shows a single delay network, recall that it is actually representative of a 24-hour time series, reflecting the temporal evolution of delays. Analogous to the case with the GDP centroid visualizations, in order to maintain simplicity and visual interpretability, we project out the temporal...
## Table 2: Characteristic delay type-of-day identified through clustering.

<table>
<thead>
<tr>
<th>Day type</th>
<th>Qualitative description</th>
<th>Frequency (2014-15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlanta (ATL)</td>
<td>Delays centered around ATL, with a mean departure delay of 19 min. 71% of flights arrive within 15 min of their scheduled arrival times. Largest avg. arrival delays: ATL, MEM, ORD, IAD, EWR.</td>
<td>3.6%</td>
</tr>
<tr>
<td>Chicago (CHI)</td>
<td>Delays centered around Chicago, with a mean departure delay of 17 min. 74% of flights arrive within 15 min of their scheduled arrival times. Largest avg. arrival delays: ORD, MDW, MEM, EWR, IAD.</td>
<td>8.1%</td>
</tr>
<tr>
<td>High NAS (HighNAS)</td>
<td>Delays widespread and high, with a mean departure delay of 29 min. Only 61% of flights arrive within 15 min of their scheduled arrival times. Largest avg. arrival delays: EWR, DFW, IAH, LGA, ORD.</td>
<td>2.9%</td>
</tr>
<tr>
<td>Low NAS (LowNAS)</td>
<td>Delays low nationwide, with a mean departure delay of only 9 min. Over 85% of flights arrive within 15 min of their scheduled arrival times. Largest avg. arrival delays: SFO, EWR, JFK, ORD, IAD.</td>
<td>49.3%</td>
</tr>
<tr>
<td>Northeast (NE)</td>
<td>Delays centered in the Northeast, with a mean departure delay of 18 min. 72% of flights arrive within 15 min of their scheduled arrival times. Largest avg. arrival delays: LGA, EWR, JFK, PHL, BOS.</td>
<td>11.0%</td>
</tr>
<tr>
<td>West Coast, Medium NAS (WC_MedNAS)</td>
<td>Delays centered in the West coast &amp; moderate elsewhere; mean departure delay of 14 min. 77% of flights arrive within 15 min of their scheduled arrival times. Largest avg. arrival delays: SFO, DFW, DEN, LAX, LAS.</td>
<td>25.2%</td>
</tr>
</tbody>
</table>

Similar to the case with GDPs, the most prevalent type-of-day for delays is **LowNAS**, with average departure delays of 9 minutes, and with over 85% of flights arriving within fifteen minutes of their scheduled arrival times (i.e. the A15 percentage metric). We can also isolated the airports with the largest arrival delays for each delay type-of-day to identify
airports that are typically delayed when a particular delay type-of-day occurs. Certain airport nodes begin to stand out in terms of their participation in many delay type-of-days. For example, Chicago O’Hare International Airport (ORD), a major dual hub that also shares its terminal airspace with the proximate airport Chicago-Midway, has significant delays in ATL, CHI, and most prominently, HighNAS delay type-of-days.

4.5. Cancellation type-of-day

To complete our presentation and analysis of resultant cluster centroids, we qualitatively discuss the five type-of-days for cancellations in Table 3, and present the visualizations of the centroids in Figure 4. We constructed these simplified visualizations analogous to those for delay type-of-days, with the key difference being that the edge weights now correspond to the number of cancellations observed on an OD pair.

<table>
<thead>
<tr>
<th>Day type</th>
<th>Qualitative description</th>
<th>Frequency (2014-15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlanta (ATL)</td>
<td>Very heavy cancellations on routes to/from ATL (75% of all scheduled arrivals at ATL cancelled). Systemwide cancellation rate of 18%.</td>
<td>0.4%</td>
</tr>
<tr>
<td>Chicago, Northeast (CHI</td>
<td>Heavy cancellations in Chicago and parts of the Northeast (37% of all scheduled arrivals at LGA and ORD, 35% of scheduled arrivals at EWR, and 32% of scheduled arrivals at MDW, cancelled). Systemwide cancellation rate of 14%.</td>
<td>2.3%</td>
</tr>
<tr>
<td>Med.CHI,NE</td>
<td>Moderate cancellations of flights to/from Chicago and the Northeast (14% of all scheduled arrivals at LGA, 13% at EWR, 12% at ORD, and 10% of scheduled arrivals at PHL, cancelled). Systemwide cancellation rate of 6%.</td>
<td>13.2%</td>
</tr>
<tr>
<td>Low NAS (LowNAS)</td>
<td>Most frequently-occurring day, with a systemwide 1.3% cancellation rate. EWR has the largest (2.5%) rate of canceled arrivals.</td>
<td>83.5%</td>
</tr>
<tr>
<td>High Northeast (HighNE)</td>
<td>Very high cancellations of flights to/from the Northeast (83% of all scheduled arrivals at LGA, 79% at EWR, 66% at PHL, 64% at BOS, 56% at DCA, and 51% of scheduled arrivals at IAD and JFK, cancelled). Systemwide cancellation rate of 25%.</td>
<td>0.5%</td>
</tr>
</tbody>
</table>

Table 3: Cancellation type-of-day centroids

Due to their operational rarity, cancellation type-of-days are more difficult to distinguish compared to delay and GDP type-of-days. This rarity is exemplified in the fact that 83.5% of operational days within the 2014 to 2015 time frame are classified as LowNAS cancellation type-of-day, with an overall system-wide cancellation rate of 1.3%. Interestingly, in the LowNAS cluster, EWR had the highest rate of canceled arrivals, at 2.5%. Some of the cancellation clusters match those seen in delay and GDP type-of-days in terms of geographic distribution, centering on major hub airports in Atlanta, Chicago, and the Northeastern region of the US.

5. Airline performance benchmarking

We present an on-time performance benchmarking application from the perspective of an airline. This use case was based on the implementation of these methods at a major US
airline for post-hoc analysis of on-time performance. As illustrated in Figure 5, an airline can select from a variety of on-time performance metrics such as average departure and arrival delays, number of cancellations, D0/D15/A0/A14 percentages, block time adherence, and ground turn times, each at the airline-, airport-, or system-level. We consider the average departure delay (henceforth simply referred to as delays) per flight and the cancellation percentage for illustrative purposes.

5.1. Confidence intervals for performance metrics

Let \( \{ x_d^{(i)} \}_{i=1}^{n(P)} \) represent the set of observations of performance metric \( d \). Every observation \( x_d^{(i)} \in \mathbb{R} \) is recorded by aircraft \( i = 1, \ldots, n(P) \), where \( n(P) \) is the \( P \)-conditioned
sample population. \( \mathcal{P} \) could represent any particular combination of airline, mainline or regional, airports, and cluster identity. We denote the sample mean and standard deviation of \( \{x_d^{(i)}\}_{i=1}^{n(\mathcal{P})} \) by \( \bar{x}_d^{n(\mathcal{P})} \) and \( s_d^{n(\mathcal{P})} \), respectively. The two-sided confidence interval (CI) of level \( \alpha \) is denoted by

\[
CI (d, n(\mathcal{P})) = \bar{x}_d^{n(\mathcal{P})} \pm z_{\alpha/2} \frac{s_d^{n(\mathcal{P})}}{\sqrt{n(\mathcal{P})}}
\]  

For \( \alpha = 0.01, z_{\alpha/2} \approx 2.576. \) We only compute the CI for delays, and not for cancellations. The percentage of cancellations is a discrete performance metric with a single value (and no CI), since a flight is either cancelled or it is not.

The CI can be computed for the mean performance of the baselines, as well as for any particular day. When benchmarking an individual day (Section 5.3), we can assert that the average delay on the individual day deviates in a significant way from the mean cluster delay if the two CIs do not overlap. Lastly, we note that (7) is only meaningful when \( n(\mathcal{P}) \) is large; Tables 5 and 6 in the Supplementary Information show that this is a valid assumption.

5.2. On-time performance baselines

Figure 6 shows the baseline metrics computed using the 2014-15 data set. The baseline metrics are evaluated as an average over all flights on days classified as belonging to a particular GDP type. From the system-wide baseline values (Figure 6(a)), we see that NE and NYC_PHL GDP type-of-days result in the highest departure delays and cancellations, while LowNAS experiences the lowest delays and cancellations.

A1, A2, and A3 correspond to three major US airlines. We observe from Figure 6(b) that the baseline delays and cancellations for airline A2 are lower than those for A1 and A3, across all GDP types-of-day. Furthermore, the GDP type-of-days that most impact system performance (Figure 6(a)) may not necessarily be the most severe for a particular airline. For example, NE GDP types-of-day affect the performance of A2 and A3 less severely than A1. Not surprisingly, airlines differ in their baseline performance even in the absence of airport capacity reductions (LowNAS GDP type-of-day), due to differences in operational practice. Although baseline performance differs by airline for most GDP types-of-day, the ATL GDP type results in similar impacts for all three major airlines, even though it is the prominent hub airport of one of them.

We analyze the mainline and regional carrier performance for airline A1 in Figure 6(c), and consider specific airports in Figure 6(d). Although all airlines have high delays at EWR, JFK, LGA, and PHL during NYC_PHL GDP type-of-days, airline-specific impacts are also evident: the delays are the highest for A1 at LGA, and for A2 at EWR. The propagation effects of GDPS also vary by airline. For example, by controlling for the NYC_PHL GDP type-of-day (Figure 6(d)), the propagation of departure delays for airline A1 from the NYC-PHL airports to ATL becomes much more apparent.

5.3. Benchmarking case study from the airline perspective

We present a case study of benchmarking operational performance from an airline’s perspective. We consider two days, July 1, 2016 and February 21, 2015, which were both
Figure 6: Performance baseline plots generated with average departure delays in minutes; baseline performance (a) across GDP types; (b) across three major US airlines for each GDP type; (c) across the consolidated fleet, mainline, and regional carriers of airline A1 for each GDP type; (d) across three major US airlines at the top 30 US airports, given a specific GDP type. The error bars indicate a 99% two-sided confidence interval; please see Section 5.1 for a discussion regarding the confidence intervals.
classified as being NYC_PHL GDP type-of-days. We then benchmark the on-time performance
of the three airlines A1, A2, and A3 with respect to the appropriate baselines for that
GDP type-of-day. The left-hand panel of Figure 7 summarizes July 1, 2016 (see [56] for
more details), a day when three distinct convective systems moved through the western,
Midwestern, and East Coast regions of the US. The weather patterns in the West and
Midwest persisted through the entire day, whereas the East Coast system moved offshore at
around 1600Z. These weather systems resulted in intense GDPs in the Mid-Atlantic region,
and less-intense GDP activity in the Los Angeles area. By contrast, the weather patterns
on February 21, 2015 (Figure 7, right panel) consisted primarily of a large nor’easter-type
storm that moved steadily from west to east, persisting through the entire day, resulting in
GDPs in the Northeast. Our clustering framework helps compare these two complex weather
phenomenon and their aviation impacts precisely: if the two days belong to the same GDP
cluster, we can assume the weather impacts to be similar. However, the resultant delay
networks for the two days are significantly different: July 1, 2016 was a NE delay type-of-
day, while February 21, 2015 was a LowNAS delay type-of-day.

The average delay (and associated CI) for all airlines combined was lower on February 21,
2015 than the NYC_PHL GDP type-of-day baseline values. This trend was reversed for July 1,
2016. On July 1, 2016, A2 and A3 performed poorly compared to their baselines, whereas
A1 saw a statistically significant improvement over its baseline. This analysis illustrates the
importance of conditioning on capacity impacts while benchmarking: without doing so, one
would rate A1 and A2’s delay performance to be similar. However, A1 actually performed
better than its NYC_PHL GDP type-of-day baseline, while A2 performed worse. In other
words, A1 not only outperformed its typical performance for NYC_PHL GDP type-of-days,
but it also outperformed A2, even though A2’s delay performance is typically better on
similar GDP type-of-days.

Figure 7(e) compares the performance of mainline and regional carriers. On July 1,
2016, even though A1 saw a reduction in delays, most of the reduction could be attributed
to their regional carrier. On February 21, 2015, both A1 and A3 saw reduced delays for
their consolidated fleet; the improvement for A1 was its regional operations, while it was
the mainline carrier for A3. The cancellation percentages (Figure 8) provide a more com-
plete picture of the two days described in Figure 7. On February 21, 2015, A1 and A3
saw a statistically significant decrease in delays compared to their baselines. However, A1
cancelled significantly more flights (79 percentage points higher) compared to A3. We see
that A1 cancelled heavily within its regional and mainline operations, whereas A3 selectively
cancelled mainline operations. In fact, the cancellation rate in A3’s regional operations were
below average. Of course, different external factors (e.g., airline networks, schedules, etc.)
could have been more favorable for one airline, even if they both experienced the same GDP
impacts. Our analysis helps identify such days for closer inspection. The relative benefits
and costs of cancelling mainline vs. regional operations for such a GDP type-of-day is a
question for future research.
Figure 7: Example of a benchmarking panel generated for two NYC_PHL GDP type-of-days. (a) Composite weather radar returns from 0000Z to 2400Z. (b) Average GDP intensities by airport. (c) Delay networks. (d) Benchmarks of on-time performance across all airlines and three major US airlines. (e) Benchmarks of on-time performance across the consolidated fleets, mainline, and regional carriers of three major US airlines. Note that the horizontal blue lines in (d) and (e) represent baseline values. All the bars denote a 99% two-sided confidence interval for the mean. The colored asterisk indicates a statistically significant difference between the observed mean, and the benchmark mean; the color indicates if the observed delays on the particular day were higher or lower.
6. Benchmarking for system operators

We present two applications of our clustering analysis for a system operator (the FAA, in the US): the analysis of seasonal and yearly trends in the occurrences of GDPs, and an evaluation of the correlation between GDPs and system impacts (delays and cancellations).

6.1. Frequency of occurrence of GDP type-of-days

Figure 9 shows the frequency of occurrence of different GDP type-of-days for each year in 2014-2018. First, we observe that nearly half the days in a year exhibit a significant amount of GDP activity. We also note that the Miami_NE GDP type-of-day was seen only in 2014, and very rarely thereafter. The increase in the occurrence of LowNAS days approximately compensates for the decrease in Miami_NE GDP type-of-days, indicating a change in terms of the timing, location, and intensity of GDPs.

The year 2017 saw the highest frequencies of occurrence of MedNE, NYC_PHL, and SFO GDP types-of-days. A possible explanation for the observed increase in Med_NE and NYC_PHL GDP type-of-days in 2017 is the removal of slot controls at EWR in October 2016, and the subsequent congestion that resulted due to the increase in demand over the next year [57].

GDP occurrences also show seasonal trends (Figure 10), since weather is a major cause of capacity reductions. The months of January through March experience snowstorms in the Midwest and the Northeast, whereas summers exhibit increased thunderstorm activity near Atlanta and Chicago. As a result, we observe more frequent ATL and CHI GDP type-of-days
in the months of May and June. Somewhat surprisingly, we find that LowNAS GDP type-of-days are more common in winter than summer. A possible explanation is that proactive flight cancellations in advance of snowstorms reduce demand sufficiently, and eliminate the need for GDPs.

6.2. Impact of GDPs on system-wide delays and cancellations

GDP occurrences are correlated with flight delays and cancellations. To analyze this correlation at the system-wide level, we consider the triplet \((G, D, C)\), where \(G\), \(D\), and \(C\) represent the GDP, delay, and cancellation type-of-day, respectively. This triplet takes one of \(6 \times 8 \times 5 = 240\) values. An example of a valid triplet would be \((\text{LowNAS, LowNAS, LowNAS})\), indicative of a day with little GDP activity, and low delays and cancellations.

6.2.1. Frequency of occurrence of \((G, D, C)\) triplets

Even though the clustering and subsequent classification of GDP, delay, and cancellation type-of-days are conducted independently, it is reasonable to expect that they are correlated. Table 4 lists the ten most common triplet combinations, which together account for 75% of the days in 2014-2016. As expected from earlier results in Section 3, the most frequently-occurring triplet is \((\text{LowNAS, LowNAS, LowNAS})\), which accounts for 37% of the days. Furthermore, five out of the top ten most frequent triplets involve GDPs, delays, or both, on the West Coast, in conjunction with a LowNAS cancellation type-of-day. The
only triplet combination in the top ten that is not of LowNAS cancellation type is the triplet (NYC_PHL, NE, Med_CHI_NE), which corresponded to approximately 2% of all days.

<table>
<thead>
<tr>
<th>GDP type</th>
<th>Delay type</th>
<th>Cancellation type</th>
<th># of days (frequency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LowNAS</td>
<td>LowNAS</td>
<td>LowNAS</td>
<td>402 (36.7%)</td>
</tr>
<tr>
<td>LowNAS</td>
<td>WC_MedNAS</td>
<td>LowNAS</td>
<td>101 (9.2%)</td>
</tr>
<tr>
<td>SFO</td>
<td>LowNAS</td>
<td>LowNAS</td>
<td>62 (5.7%)</td>
</tr>
<tr>
<td>MedNE</td>
<td>LowNAS</td>
<td>LowNAS</td>
<td>60 (5.5%)</td>
</tr>
<tr>
<td>SFO</td>
<td>WC_MedNAS</td>
<td>LowNAS</td>
<td>51 (4.6%)</td>
</tr>
<tr>
<td>MedNE</td>
<td>NE</td>
<td>LowNAS</td>
<td>32 (2.9%)</td>
</tr>
<tr>
<td>CHI</td>
<td>CHI</td>
<td>LowNAS</td>
<td>26 (2.4%)</td>
</tr>
<tr>
<td>ATL</td>
<td>WC_MedNAS</td>
<td>LowNAS</td>
<td>23 (2.1%)</td>
</tr>
<tr>
<td>NYC_PHL</td>
<td>NE</td>
<td>Med_CHI_NE</td>
<td>21 (1.9%)</td>
</tr>
</tbody>
</table>

Table 4: Ten most frequently-occurring triplet combinations in 2014-2016.

Rare \((G, D, C)\) triplets present a way to identify outlying days in terms of operational performance. We present one such rare \((G, D, C)\) triplet here: January 8, 2014 was classified as a \((SFO, CHI, Med_CHI_NE)\) type-of-day; in fact, this was the only day in 2014-2016 that was classified as such. Closer investigation revealed that while this day in itself saw little weather and GDP activity outside of SFO, the days preceding it had experienced bad weather and significant snow accumulation in Chicago and the Northeast. The triplet corresponding to this day reflects the slow recovery process after a major disruption. It is worth noting that only 87 out of 240 possible \((G, D, C)\) triplet labels were assigned at least once in 2014-2016. Most combinations, e.g., \((CHI, WC_MedNAS, NE)\) and \((LowNAS, CHI, ATL)\), were never observed.

6.2.2. Scenario tree analysis using \((G, D, C)\) triplets

Scenario trees present a natural way to interpret the historical correlations between the GDP, delay, and cancellation types-of-days (i.e., the \((G, D, C)\) triplets). For a given triplet, the root node is the GDP type-of-day; the next row presents the probability for delay type-of-days conditioned on the GDP type, and the leaves present the GDP and delay type-of-day...
conditioned probability of occurrence of a cancellation type-of-day. The scenario tree for a NYC_PHL GDP type-of-day is illustrated in Figure 11. We see that most (80%) NYC_PHL GDP type-of-days are NE delay type-of-days, a smaller fraction (8%) are HighNAS delay type-of-days, and it is rare (2%) for a NYC_PHL GDP type-of-day to be classified as a LowNAS delay type-of-day. Furthermore, 37.5% of days classified as NYC_PHL GDP and NE delay type-of-days map to LowNAS cancellation days. By contrast, days associated with the NYC_PHL GDP and HighNAS delay type-of-days will also see flight cancellations, as either CHI_NE or Med_CHI_NE cancellation type-of-days. In other words, similar GDP patterns can result in different cancellation patterns, depending on the magnitude and spatial distribution of delays in the system. Finally, we note that the scenario tree corresponding to a (G,D,C) triplet is not unique. For example, we can reverse the order of delay and cancellation type-of-day; the resulting scenario tree would help understand the correlations between GDP and cancellation patterns.

7. Concluding remarks

We presented a data-driven benchmarking framework that provides objective assessments of airline on-time performance. Using a set of reference airline operations data, we generated baseline metrics via clustering system-wide GDP, delay, and cancellation networks for each day. We used eigencentrality measures for directed graphs, specifically weighted hub and authority scores, to obtain computationally-efficient feature vectors for network clustering. The resultant baselines were used to benchmark the on-time performance for any given day of operations. We illustrated the proposed approach for use-cases of airlines and the FAA. Our framework has been deployed as part of a performance monitoring tool at a major US airline. In future work, we intend to explore the applicability of this approach to benchmarking the performance of other transportation and energy networks.
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Selecting the number of clusters $k$

Figure 12: Four measures to guide the selection of $k$ (WCSS, change in WCSS, the silhouette value, and the Davies-Bouldin index, all as a function of $k$), for $k$-means clustering of GDP, delay, and cancellation networks.
Figure 13: Resultant GDP, delay, and cancellation centroids if a small number of clusters was chosen (in this case, $k = 2$).
Figure 14: Similar (redundant) cluster centroid pairs for GDP, delay, and cancellation networks if a large number of clusters was chosen (in this case, $k = 15$).
Data statistics: Number of flights

<table>
<thead>
<tr>
<th>GDP type</th>
<th>All Airlines</th>
<th>Airline A1</th>
<th>Airline A2</th>
<th>Airline A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATL</td>
<td>$9.26 \times 10^5$</td>
<td>$1.88 \times 10^5$</td>
<td>$2.06 \times 10^5$</td>
<td>$1.32 \times 10^5$</td>
</tr>
<tr>
<td>CHI</td>
<td>$1.18 \times 10^6$</td>
<td>$2.42 \times 10^5$</td>
<td>$2.62 \times 10^5$</td>
<td>$1.73 \times 10^5$</td>
</tr>
<tr>
<td>LowNAS</td>
<td>$7.02 \times 10^6$</td>
<td>$1.41 \times 10^6$</td>
<td>$1.55 \times 10^6$</td>
<td>$1.11 \times 10^6$</td>
</tr>
<tr>
<td>MedNE</td>
<td>$2.32 \times 10^6$</td>
<td>$4.72 \times 10^5$</td>
<td>$5.17 \times 10^5$</td>
<td>$3.61 \times 10^5$</td>
</tr>
<tr>
<td>Miami_NE</td>
<td>$6.8 \times 10^5$</td>
<td>$1.47 \times 10^5$</td>
<td>$1.47 \times 10^5$</td>
<td>$1.01 \times 10^5$</td>
</tr>
<tr>
<td>NE</td>
<td>$3.23 \times 10^5$</td>
<td>$6.68 \times 10^4$</td>
<td>$7.29 \times 10^4$</td>
<td>$4.48 \times 10^4$</td>
</tr>
<tr>
<td>NYC_PHL</td>
<td>$7.61 \times 10^5$</td>
<td>$1.54 \times 10^5$</td>
<td>$1.71 \times 10^5$</td>
<td>$1.18 \times 10^5$</td>
</tr>
<tr>
<td>SFO</td>
<td>$1.51 \times 10^6$</td>
<td>$3.07 \times 10^5$</td>
<td>$3.37 \times 10^5$</td>
<td>$2.42 \times 10^5$</td>
</tr>
</tbody>
</table>

Table 5: Number of flights per GDP type cluster, split by airlines, in the training set spanning January 1, 2014 through December 31, 2015.

<table>
<thead>
<tr>
<th>GDP type</th>
<th>A1 Mainline</th>
<th>A1 Regional</th>
<th>A2 Mainline</th>
<th>A2 Regional</th>
<th>A3 Mainline</th>
<th>A3 Regional</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATL</td>
<td>$6.19 \times 10^6$</td>
<td>$1.26 \times 10^6$</td>
<td>$1.04 \times 10^6$</td>
<td>$1.02 \times 10^6$</td>
<td>$6.46 \times 10^5$</td>
<td>$6.78 \times 10^5$</td>
</tr>
<tr>
<td>CHI</td>
<td>$7.94 \times 10^4$</td>
<td>$1.63 \times 10^5$</td>
<td>$1.3 \times 10^5$</td>
<td>$1.32 \times 10^5$</td>
<td>$8.39 \times 10^4$</td>
<td>$8.92 \times 10^4$</td>
</tr>
<tr>
<td>LowNAS</td>
<td>$4.69 \times 10^7$</td>
<td>$9.4 \times 10^6$</td>
<td>$7.89 \times 10^6$</td>
<td>$7.57 \times 10^6$</td>
<td>$5.36 \times 10^5$</td>
<td>$5.79 \times 10^5$</td>
</tr>
<tr>
<td>MedNE</td>
<td>$1.55 \times 10^5$</td>
<td>$3.17 \times 10^6$</td>
<td>$2.58 \times 10^6$</td>
<td>$2.59 \times 10^6$</td>
<td>$1.73 \times 10^5$</td>
<td>$1.88 \times 10^5$</td>
</tr>
<tr>
<td>Miami_NE</td>
<td>$4.4 \times 10^4$</td>
<td>$1.02 \times 10^5$</td>
<td>$6.84 \times 10^4$</td>
<td>$7.83 \times 10^4$</td>
<td>$5.02 \times 10^4$</td>
<td>$5.08 \times 10^4$</td>
</tr>
<tr>
<td>NE</td>
<td>$2.21 \times 10^4$</td>
<td>$4.47 \times 10^4$</td>
<td>$3.64 \times 10^4$</td>
<td>$3.65 \times 10^4$</td>
<td>$2.2 \times 10^4$</td>
<td>$2.29 \times 10^4$</td>
</tr>
<tr>
<td>NYC_PHL</td>
<td>$5.18 \times 10^4$</td>
<td>$1.02 \times 10^5$</td>
<td>$8.6 \times 10^4$</td>
<td>$8.54 \times 10^4$</td>
<td>$5.64 \times 10^4$</td>
<td>$6.19 \times 10^4$</td>
</tr>
<tr>
<td>SFO</td>
<td>$1.01 \times 10^5$</td>
<td>$2.06 \times 10^5$</td>
<td>$1.67 \times 10^5$</td>
<td>$1.7 \times 10^5$</td>
<td>$1.16 \times 10^5$</td>
<td>$1.26 \times 10^5$</td>
</tr>
</tbody>
</table>

Table 6: Number of flights per GDP type cluster, split by mainline and regional carriers of airlines A1, A2, and A3, in the training set spanning January 1, 2014 through December 31, 2015.

<table>
<thead>
<tr>
<th>Date (m/d/y)</th>
<th>All Airlines</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A1 Main</th>
<th>A2 Main</th>
<th>A3 Main</th>
<th>A1 Reg</th>
<th>A2 Reg</th>
<th>A3 Reg</th>
</tr>
</thead>
<tbody>
<tr>
<td>7/1/16</td>
<td>23161</td>
<td>4197</td>
<td>5288</td>
<td>6186</td>
<td>1579</td>
<td>6186</td>
<td>2754</td>
<td>2618</td>
<td>2477</td>
<td>3432</td>
</tr>
<tr>
<td>2/6/15</td>
<td>20369</td>
<td>3933</td>
<td>4621</td>
<td>2948</td>
<td>1323</td>
<td>2948</td>
<td>1411</td>
<td>2630</td>
<td>2349</td>
<td>1537</td>
</tr>
<tr>
<td>2/21/15</td>
<td>15905</td>
<td>3170</td>
<td>3007</td>
<td>2566</td>
<td>1014</td>
<td>2566</td>
<td>1315</td>
<td>2156</td>
<td>1359</td>
<td>1251</td>
</tr>
<tr>
<td>1/8/17</td>
<td>19434</td>
<td>3409</td>
<td>4262</td>
<td>5389</td>
<td>1286</td>
<td>5389</td>
<td>2331</td>
<td>2123</td>
<td>1964</td>
<td>3058</td>
</tr>
</tbody>
</table>

Table 7: Number of flight operations during the two pairs of days (July 1, 2016 and February 6, 2015; February 21, 2015 and January 8, 2017) presented in the benchmark panels from Figures 7 and 15, respectively.
Figure 15: Sample benchmarking panel for two SFO-GDP type days; (a) composite weather radar returns from 0000Z to 2400Z; (b) the GDP intensity; (c) the delay networks; (d) benchmarks of on-time performance across all airlines and three major US airlines; (e) benchmarks of on-time performance across the consolidated fleets, mainline, and regional carriers of three major US airlines.
Additional examples of rare \((G, D, C)\) triplets

- **September 6, 2014**: In terms of GDP, this day was a **NE** type-of-day, with significant impacts in the Washington, DC area, Philadelphia, and New York City. Despite the intense GDP activity in the Northeast, it was a **LowNAS** type-of-day both in terms of delay and cancellations. This type of triplet combinations only occurred twice in 2014 through 2016. Our hypothesis is that the low demand in terms of the number of scheduled flights on this particular day – almost 27% lower than what is typically seen during **NE** GDP type-of-days, possibly because it was the Saturday following Labor Day weekend – mitigated any congestion-related delays or cancellations.

- **March 2, 2014**: This day was classified as the triplet combination (**SFO, WC_MedNAS, Med_CHI_NE**). At first, it seems counterintuitive that capacity reductions and delays on the West Coast is associated with significant cancellations in the Northeast. A deeper analysis reveals the presence of a snowstorm over Chicago and the Northeast regions of the US. We hypothesize that this particular winter storm was well-predicted, resulting in extensive proactive cancellations. Since the demand at airports were reduced significantly due to the cancellations, the demand-capacity imbalance was less severe, and required little GDP issuances for the Northeast region.